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High Performance Computing at UEA  

Å http:// rscs.uea.ac.uk/hpc/ 

 

This presentation is available to download and look over at your own  

pace at:  

Å http:// rscs.uea.ac.uk/hpc/scippdapr14 

 

The exercises are available to download at:  

Å http:// rscs.uea.ac.uk/hpc/scippdnov13training 

 

Introduction to Linux:  

Å There is a brief getting started guide to Linux available, which also 

includes some more advanced commands that may be useful for 

working on the cluster available at: 

http://rscs.uea.ac.uk/linux/introduction -to-linux 
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By the end of this course you should: 

Å Know why we have a HPC cluster and how it can benefit research 

 

Å Review the components of the HPC cluster 

 

Å Understand the process of submitting jobs to the HPC cluster 

 

Å Be able to connect to the HPC cluster and copy files and data to the 

HPC cluster 

 

Å Work interactively on the cluster 

 

Å Prepare job scripts and submit jobs to the appropriate queues 

requesting the appropriate resources 

Introduction to High Performance Computing 



The goal of High Performance Computing is to reduce the execution time of a 

compute intensive or data intensive problem.  

 

HPC facilities are designed to deal with the grand challenges of science: 

Å Complex problems 

Å Large data sets 

Å Large memory requirements 

 

Å HPC systems are comprised of the fast processors, large memory capacities and 

fast interconnection networks.  

Å HPC designed to provide quick access to, and facilities for processing large 

amounts of data  

Å Problems are often sped up by dividing the work of the program up; so that 

many different processors work on parts of the problem concurrently.  

 

Two main uses of HPC facilities: 

Å High Throughput Computing  

Å High Performance Computing 

 

What is High Performance Computing? 



Biological Sciences 

Chemistry 

Pharmacy 

Computing Sciences 

Environmental Sciences 

 

Mathematics 

Medicine, Health Policy and Practice 

Economics 

International Development  

Norwich Business School 
 

Usage includes: 

 

Climatic research | statistical and dynamic climatology | environmental 

modelling | ocean biogeochemistry | seismology | fluid dynamics | 

chemical modelling | molecular dynamics | crystallography and NMR | 

protein sequence analysis | evolutionary biology | phylogenetics | 

epidemiology | evolutionary genomics | large -scale RNA sequence analysis 

| speech recognition | knowledge discovery and data mining | computer 

security | statistical economics. 

 

HPC Usage at UEA 



What a cluster looks like 



Processing nodes   301 (plus  1 GPGPU node) 

      

Total computational cores  4148  

Ethernet cores    2324 

Infiniband cores    1824 

 

CPU     Dual x 6 core X5650 @ 2.66GHz 

     + Dual x 8 core E5-2670 @ 2.6GHz 
 

Memory    24/32/48/128 GB + DDR3  

Infiniband interconnect   40Gb/s Quad Data Rate 

GPU     Nvidia Tesla C2050 

 

Individual theoretical peak performance 127.68 GFLOP/s (X5650) 

     + 332.8 GFLOP/s (E5-2670) 
 

 

Theoretical peak performance (cluster) 65TFlops 

     
 

Cluster components 
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Processing nodes         302  

Total computational cores    4148 

Memory        24/32/48/64/128 GB  

Login node 

1Gb/s network 

40Gb/s Infiniband low 

latency network 

High performance 

parallel GPFS storage 
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Å Individual tasks ς Single 
interactive tasks (possibly 
utilising GUI tools) or simple 
individual sequential tasks 
 
Å High Throughput Computing / 
Ensemble jobs ς Batch of 
sequential jobs 
 
Å Embarrassingly parallel ς Little 
or no communication required 
between parallel tasks 
 
Å Parallel computing - MPI 

 

How is the HPC used? 

Job1 

Job1 

Job1-9 PJob1 

Job1 Job2 Job3 

Job4 Job5 Job6 

Job7 Job8 Job9 

Job1a Job1b Job1c 

Job1d Job1e Job1f 

Job1g Job1h Job1i 

MPI1 



Compared to desktop processing:  

Å Number of nodes means larger number of concurrent jobs  

Å Processing power ð Faster multicore  processors 

Å Larger memory systems available ð Nodes with 24G, 32G, 48G, 64G and 128G of RAM 

Å Low latency / high speed interconnect for parallel processing systems 

Å Storage ð Enterprise level storage, secure, high availability and resilience 

Å Applications and libraries ð SAS 9.3, Stata 13-MP16, R v2.12 ð v2.15.1, Matlab 2010a ð 

2013a and Matlab Statistical Toolbox, Maple.  NetCDF, CDAT, Ferret, Gromacs, IDL, HTK ... 

Å Parallel libraries ð Parallel NetCDF, Parallel HDF, MPI and MPICH 

 

 

What can you do:  

Å Run applications as you would on your desktop (Matlab, Stata, SAS etc) in interactive 

sessions with graphical interfaces 

Å Submit jobs that automatically start when resources are available (can run multiple jobs at 

a time)  

Å Run batch and array jobs with different inputs/data to the same scripts concurrently  

Why use the UEA HPC? 



Å To connect with SSH use PuTTY in Windows  
Start > All Programs > UEA Network Applications > SSH Login  (PuTTY) 
 
Å To transfer files to the cluster use WinSCP in Windows  
Start > All Programs > UEA Network Applications > WinSCP 
 
Å To display graphics on your local PC from the cluster in Windows (VcXsrv, Xming or 
Exceed) 
Start > All Programs > UEA Network Applications > Xming > Xming 
 

Connecting to the cluster 



SSH (Secure Shell) creates a secure channel between your local machine and a remote 
machine (i.e. the cluster).  This channel can also be used to tunnel data such as graphical 
data and files.   On Windows we use PuTTY:  
 

 
Start > All Programs > UEA Network Applications > SSH Login  (PuTTY) 
1. Host name (or IP address): grace.uea.ac.uk 
2. Saved sessions: grace 
3. Go to Connection > SSH > X11 
4. Check άEnable X11 forwardingέ 
5. X display location: localhost:0 
6. Session > Save 
7. Open 

 

From Linux or Mac we can connect from the command line: 
ssh ςX username@grace.uea.ac.uk 
 
Depending on where you connect from you may be asked for your username and 
password, this will be your standard UEA credentials 

Using SSH to connect 



Based on SSH, we use SCP (Secure Copy) to transfer files between computers .  On Windows 

we use WinSCP: 

 

Start > All Programs > UEA Network Applications > WinSCP 
 
1. New 
2. Host name: grace.uea.ac.uk 
3. User name: <your username> 
4. Password: You can enter a password or leave it blank to be prompted on access 
5. Save 
6. Login 
 

 

From Linux or Mac we can connect from the command line: 

scp -r directory  username@grace.uea.ac.uk:/ gpfs / dep/username/  

Using SCP to transfer files 



Cluster storage 

Path 
Use for 
HPC jobs 

Backed 
up 

Default 
quota 

Notes 

/ gpfs/DEP/USERNAME 
V V 30G Secure, high 

availability high 
resilience  

/ gpfs/scratchDEP/USERNAME 
V U 

100G data for driving 
models; output 
prior to analysis 

/ gpfs/esarchive/DEP/USERNAME 
U V - Long term storage 

of rarely used data 

/home/DEP/USERNAME 
U - - UEA central 

filestore 



Cluster storage 

File and Data Management  

 

Å Do not run HPC jobs from your UEA central filestore 

 

Å Use filesystems appropriately: 

Å Scratch for temporary data or data that can be easily downloaded or reproduced 

Å Home for important data that you need to keep  

 

Å Be aware of the data your job uses for input and produces as output 

 

Å Remove old unneeded files, e.g.: 

Å Job error and out files 

Å Old job log file  

Å Old temporary files 

Å Core dump files (e.g. core.13417) 

 

Å The command quotacheck  will report your usage on all filesystems (note: while you have 

quota on other department filesystems you cannot write to them)  

 

 



Module files are used to dynamically update userõs environments to provide access to different 

applications.  Module files allow us to support multiple versions of applications.  

 

module list  

List modules currently loaded in your environment  

module avail  

Lists all the modules available 

module show packagename  

Shows information about the package module  

module add packagename  

Adds òmodulenameó to your environment 

module del packagename  

Removes òmodulenameó to your environment 

module switch packagenameA  packagenameB  

Unloads first module and replaces with second module 

module purge  

Removes all modules from your environment 

 

Å Modules must be added to job submission scripts to provide access to applications 

Å Modules can be automatically loaded by adding ômodule addõ commands to your .bashrc file 

Modules 



module avail will show you the complete set of applications, tools and libraries available.  

Some of the applications available include: 

 

MrBayes ð 3.1.2 

R ð 2.12 - 2.15.1  

Gromacs ð 4.0.7,4.5.3,4.5.5; GPU Gromacs 4.5.4 

HDF4 4.2.5; HDF5 1.8.7; Parallel HDF5 1.8.5  

HTK 3.4.1 

Matlab ð 2010a ð 2013a 

CDAT ð 5.2 

NetCDF ð 3.6.3, 4.1.1; Parallel NetCDF 1.2.0 

Python ð 2.6.4, 2.7.1, 3.1.3 

Ruby ð 1.8.7, 1.9.2 

SAS 9.3 

Stata 13 MP 16 

Modules ς applications and libraries 



Compiler modules  

 icc/ intel/11.1 Intel C/C++ and Fortran (F77/F90) compilers 

  

 pgi/7.0.7          Portland Group compilers version 7.0.7 

 pgi/10.9  Portland Group compilers version 10.9 

 

 GCC (available by default)  GNU Compiler Collection 

 

Å Each compiler builds binaries that perform differently, Intel tends to result in the fastest 

performing binaries, then PGI 

 

Å Some code may have difficulties with certain compilers  

 

Parallel Communication  

There are various MPI (Message Passing Interface) libraries available.  The main libraries are: 

 

 mpi/platform/ intel/8.1 Platform MPI for Intel compilation  

 mpi/platform/ pgi/8.1 Platform MPI for PGI compilation 

 mpi/platform/ gcc/8.1 Platform MPI for GCC compilation 

 mpi/openmpi /gcc/1.4.1 OpenMPI for GCC compilation 

 

Platform MPI compiled code works on both standard Ethernet and Infiniband systems 

Modules ς compilers and parallel communication 



Grace uses Platform LSF (Load Sharing Facility) a batch queuing system that controls the 

allocation of jobs to nodes.  A suite of commands are available for submitting, monitoring 

and managing jobs and managing queues. 

 

 

interactive  

 Start an interactive session  

 (alias of bsub -L /bin/bash -q interactive $@ -cwd "$HOME" -Is /bin/bash) 

 

 

Xinteractive  

 Start a graphical interactive session 

 (alias of bsub -XF -L /bin/bash -q interactive $@ -cwd "$HOME" -Is /bin/bash) 

Working interactively 



Working interactively - STATA 


